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Abstract 

Technological advancements have encouraged businesses to optimize data utilization, including in sales analysis. 

This study analyzes sales transaction data of tobacco products at Tobacco Shop Taste using the K-Means 

Clustering method. By implementing the Cross-Industry Standard Process for Data Mining (CRISP-DM) 

framework, the sales data were categorized into three groups: highly sold, moderately sold, and less sold. These 

clustering results support stock management, marketing strategies, and data-driven decision-making. A web-based 

system was developed, providing real-time monitoring of analysis results, which distinguishes this study from 

existing solutions by enabling store management to promptly respond to sales trends. This study significantly 

contributes to the application of data mining technology in the tobacco retail sector, despite being limited to a 

single store and basic variables. Future development opportunities include integrating broader datasets and 

analyzing external variables to enhance the accuracy and relevance of the findings. 
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1. Introduction 

The development of technology has driven business owners to enhance the effectiveness and 

efficiency of their operations. One technological advancement that businesses urgently need is related 

to the processing of sales data. Many businesses still rely on traditional methods for their operational 

processes, such as recording transactions manually in sales ledgers [1]–[3]. As a result, the data from 

these sales are not fully utilized, leading to inefficiencies. This is the case with Tobacco Shop Taste. 

Tobacco Shop Taste is a store located in Lasi, Candung Subdistrict, Agam Regency, West 

Sumatra. This shop sells various types of tobacco in different flavors, as well as rolling accessories such 

as cigarette papers, tobacco rolling machines, filters, and other products. The store still uses a manual 

system for recording sales data, expenses, profits, and so on, in an administrative book. Every day, 

employees must report the store's income and expenses to the owner by sending photos of the daily 

administrative record pages. This method is highly ineffective and prone to problems such as data entry 

errors and data loss. The data is disorganized and not utilized to assess which products are most or least 

popular. Furthermore, the absence of inventory tracking leads to stock shortages for popular items. 

Existing methods for clustering sales data, such as hierarchical clustering and density-based 

algorithms, often face limitations when applied to dynamic and large-scale datasets like retail sales. 

Hierarchical clustering, for instance, is computationally intensive and struggles with scalability, making 

it less practical for stores with varying inventory sizes and daily transaction volumes. Similarly, density-

based clustering methods, while effective for identifying arbitrary-shaped clusters, are sensitive to 

parameter selection and require pre-knowledge of data density distributions, which may not be feasible 

for retail sales data characterized by irregular patterns. These limitations highlight the need for an 

efficient, scalable, and robust method like K-Means clustering, which can handle large datasets, adapt 

to dynamic changes, and provide actionable insights for decision-making. 
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In the tobacco industry, analyzing sales patterns is essential to understanding market needs, 

determining marketing strategies, and optimizing resource allocation [4]. However, this analysis process 

often faces challenges, especially when dealing with large and varied sales data [5]. One effective 

technique for uncovering hidden patterns in data is K-Means Clustering, a method frequently used in 

data mining to group data based on specific characteristics [6]–[8]. By applying this method, the analysis 

of tobacco sales patterns can be carried out more systematically, providing valuable information for 

business decision-making. 

This study aims to apply the K-Means Clustering method to determine tobacco product sales 

patterns to facilitate market segmentation, identify sales trends, and provide strategic recommendations 

based on the clustering results [9]. By using this method, it is hoped that the segmentation of sales data 

will provide deeper insights into consumer preferences for various types of tobacco products over a 

certain period [10]. 

The research questions addressed in this study include: (1) How can K-Means Clustering be 

applied to group tobacco product sales data? (2) What sales patterns can be identified through this 

method? (3) How can the results of this clustering help in making better business decisions? By 

addressing these questions, this research contributes to the literature by demonstrating the potential of 

K-Means clustering in optimizing inventory and marketing strategies in the tobacco retail sector, thus 

bridging the gap between theoretical data mining applications and practical business needs. 

The novelty of this study lies in the use of K-Means Clustering to analyze sales patterns in the 

tobacco sector, a topic that has been rarely explored in this context [11]. This research contributes by 

adapting the K-Means method to uncover varied consumption patterns and factors affecting tobacco 

product sales, thus providing new insights for industry players in managing marketing strategies and 

meeting market demand more effectively. 

Sales segmentation analysis using the K-Means clustering method can significantly enhance 

marketing strategies by identifying distinct customer groups based on purchasing behavior [12], [13]. 

This approach allows for targeted marketing, optimal resource allocation, and overall improvement in 

sales performance. For instance, the K-Means algorithm processes customer data to identify clusters 

based on attributes such as purchase frequency and product preferences [14], [15]. Additionally, there 

are studies in the tobacco retail sector that categorize customers into nine different segments, 

demonstrating the effectiveness of clustering in understanding diverse customer bases [16]. 

Clustering can also help businesses understand customer segments, enabling them to tailor 

marketing strategies to meet the specific needs of each group, thereby improving customer retention and 

increasing sales [17]. Moreover, clustering methods allow companies to allocate resources more 

efficiently by focusing on high-value segments to maximize revenue [18]. 

2. Methodology 

The method used in the development of this final project is a standard data mining method known 

as the Cross-Industry Standard Process for Data Mining, or CRISP-DM for short [19]–[22]. The process 

flow of CRISP-DM can be seen in Figure 1 below. 

 

Figure 1. The CRISP-DM Process Flow 
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2.1 Business Understanding 

In this stage, the business needs and project objectives are identified. The goal is to determine 

which tobacco products in the Tobacco Shop Taste are the best-selling and least-selling. The main 

purpose is to support stock management and devise appropriate promotional strategies. 

2.2 Data Understanding 

This stage aims to collect and understand the data that will be analyzed, specifically the tobacco 

sales data from the store. The raw data attributes include: 

▪ Product Name: The name of the tobacco product. 

▪ Sales Frequency: The number of times the product was sold during the observed period. 

▪ Total Revenue: The total income generated from the sales of the product. 

▪ Date of Sale: The specific dates on which the products were sold. 

These attributes were selected to provide a comprehensive view of sales trends and product 

performance. 

2.3 Data Preparation 

This stage involves the processes of data cleaning, selection, and integration to make the data 

ready for further analysis. The data is organized and processed so that it can be applied to the selected 

algorithm. 

2.3.1 Data Cleaning Process 

The sales table is cleaned by removing irrelevant data, eliminating duplicates, correcting 

erroneous data, and addressing missing values. 

2.3.2 Data Selection Process 

In this phase, the data collected is filtered to retain only the columns relevant to the clustering 

process. The objective is to select the most pertinent data and exclude unnecessary information. The 

attributes used for clustering include product name, sales frequency, and total revenue. 

2.3.3 Data Integration 

This step merges the sales table and product list into a single table that will be processed. This 

process generates new attributes, namely "Total J," which represents the total sales of a product over a 

specific period, and "Total Price J," which represents the total revenue from product sales. 

2.4 Modeling 

The modeling phase of this study utilizes the K-Means algorithm to cluster the sales data based 

on products that are best-selling, moderately selling, and least-selling. The detailed process is as follows: 

2.4.1 Determining the Number of Centroids (k) 

The decision to use three clusters (k = 3) was based on the practical needs of the store to categorize 

products into clear and actionable groups: best-selling, moderately selling, and least-selling. This 

categorization aligns with the store's operational priorities, such as inventory planning and promotional 

strategy development. Additionally, initial exploratory data analysis showed that three clusters 

effectively captured the main variations in product sales patterns without overcomplicating the results. 

2.4.2 Initializing Centroid Centers 

The initial centroids are selected based on three values: the highest, average, and lowest values 

from the "total sales" and "total price" attributes. For example, the first centroid is initialized with the 

highest value, the second with the average value, and the third with the lowest value to ensure stable 

clustering results in each iteration. The initial centroid values are displayed in Table 1 below: 

Table 1. Initial Centroid Values 

 Total J Total Price 

C1 1 4000 
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C2 9 68875 

C3 119 324000 

2.4.3 Calculating the Distance to Centroids 

The distance of each data point to the centroids is calculated using the Euclidean distance formula, 

which measures the proximity between the data point and the cluster center. The Euclidean distance 

formula used is: 

𝐷(𝑖𝑗) = √(𝑥1𝑖 − 𝑥1𝑗)2 + (𝑥2𝑖 − 𝑥2𝑗)2 +⋯+ (𝑥𝑘𝑖 − 𝑥𝑘𝑗)2                   (1) 

where D(i,j) is the distance between data point iii and cluster center j, and xki and xkj are the attribute 

values of data i and centroid j, respectively. 

2.4.4 Recalculating Centroids 

After the data is classified, the cluster centers are updated based on the average of the data points 

within each cluster. This process is repeated until the positions of the cluster centers no longer change 

or converge. 

2.4.5 Clustering Results 

Once the iterations are complete, the data is divided into three groups: best-selling, moderately 

selling, and least-selling products. These results provide insights into the sales patterns of products, 

aiding the store in managing stock and planning product promotions. 

2.5 Evaluation 

Evaluation is performed to ensure that the clustering results meet the analysis objectives. The 

evaluation results include the grouping of products, which will help store management make more 

effective decisions. 

2.6 Deployment 

The final stage involves the implementation of a web-based system that allows the store owner to 

monitor sales data and clustering results in real-time, facilitating strategic decision-making. 

3. Result and Discussion 

3.1 System Interface Display 

The system is developed using a web-based platform. Figure 2 below illustrates the initial 

interface of the developed system, which features a login page. 

 

Figure 2. Login Page 

After successfully logging in, users are directed to the system's dashboard page. The dashboard 

displays a monthly sales chart, a clustering chart, and a list of top products, which represent the best-

selling items based on clustering data. This is illustrated in Figure 3 below: 



         

                

 

143 INVOTEK: Jurnal Inovasi, Vokasional dan Teknologi, Vol. 24 No. 2, 2024 

I  N  V  O  T  E  K 
Jurnal Inovasi Vokasional dan Teknologi 

P-ISSN: 1411-3414 

E-ISSN: 2549-9815 

 

Figure 3. Dashboard Page 

The system is designed with two main access roles: store owners and system administrators. Users 

can access various menus provided by the system, including categories, products, sales, and expenses 

(which consist of purchases and operational costs), as shown in Figure 4 below: 

 

(a) (b) 

 

(c)                                                         (d) 

 

(e) 

Figure 4. The Various Menu Options Available on the System Dashboard Include: a) Category Page, b) Product 

Page, c) Sales Page, d) Purchase Page, e) Expense Page 

3.2 Clustering Page Interface 

This section focuses on testing the clustering results of sales data using the K-Means algorithm. 

Figure 5 shows two date fields: the first field specifies the starting date for the sales data to be processed, 

while the second field defines the end date for the data selection. The system imposes no restrictions on 

clustering results based on month or year; it even allows clustering to be performed for a single day. 

 

Figure 5. Clustering Page Features 
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The clustering results for sales data in December 2022 are shown in Figures 6. These figures 

indicate that 64 types of products were sold during December 2022. Among them, 5 products were 

classified as highly sold, 14 products as moderately sold, and 45 products as less sold. 

 

(a)                                                                 (b) 

Figure 6. Display of Clustering Results and Summary 

The data displayed in the clustering results table can be clicked to open a new page, referred to as 

the clustering detail page. As shown in Figure 7, this page provides information about the products, their 

monthly grouping, and a monthly sales chart for each product. 

 

Figure 7. Product Clustering Details 

In Figure 7, a comparison of the monthly product clustering results is shown. Each month, the 

centroid value varies depending on the total sales and total price attributes within a particular data group. 

As a result, it is possible for a product to have higher total sales than the previous month but still fall 

into a lower group. 

The clustering results from the system’s processing are displayed on the dashboard. The 

visualization of these results, derived from the clustering process available in the system's main menu, 

is shown in Figure 8 below: 

 

Figure 8. Clustering Diagram in the System 
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The system's clustering results provide significant insights into optimizing marketing strategies 

for the store. By categorizing products into three groups—highly sold, moderately sold, and less sold—

the store can focus its resources effectively. Best-selling products can be prioritized for promotional 

campaigns to sustain or further boost their sales. Marketing efforts such as loyalty programs or discounts 

can target moderately sold products to increase their attractiveness. For less popular items, the store 

could either re-evaluate their stocking decisions or explore niche marketing techniques to reach specific 

customer segments. 

Additionally, the real-time monitoring system enables quick adaptation to emerging sales trends. 

The dashboard visualizations, such as monthly sales and clustering charts, allow store owners to make 

informed, data-driven decisions. However, potential biases in the clustering results must be considered. 

Seasonal variations could affect the demand for certain products, leading to fluctuating sales patterns 

that might not reflect long-term trends. For example, holiday-specific items might temporarily fall into 

the highly sold category. Furthermore, incomplete or inconsistent historical data could impact the 

clustering's accuracy. To mitigate these issues, future iterations of the system could incorporate external 

data, such as local events or seasonal demand patterns, and validate the clustering results using broader 

datasets. By addressing these limitations and leveraging the clustering results, the system offers a robust 

tool for enhancing inventory management and tailoring marketing strategies to customer needs. 

4. Conclusion 

This study successfully demonstrates that the K-Means Clustering method can be effectively used 

to analyze tobacco product sales patterns. The developed system facilitates product segmentation into 

three categories: best-sellers, moderately sold, and slow-sellers. The analysis results, such as those from 

December 2022, provide valuable insights for inventory management and store promotion strategies. 

The web-based system also allows for real-time sales data monitoring, enhancing store operational 

efficiency. However, this study has limitations, such as the scope of data being restricted to a single 

store and the use of basic variables without considering external factors, such as market trends or 

seasonal sales. Future research can expand by incorporating data from multiple stores and regions to 

uncover more comprehensive patterns. Additionally, the inclusion of external variables and the 

integration of other algorithms could improve the accuracy of the analysis. With further development, 

this system has the potential to make a significant contribution to the data-driven business sector. 
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